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Abstract

We provide intuitive, objective and reliable metrics for evaluating the participants of a discussion based on a basic set of roles. This method can be applied to any temporally ordered discussion transcript. We show that it is possible to partially automate the evaluation process by defining numerical attributes which can be extracted automatically from the content of discussion transcripts. We demonstrate its application to chat groups using the microblogging application Twitter.
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1 Introduction

Web-based group-discussions are common in today’s world. The roles played by individual participants affect the performance of the group as a whole (Ou, 2005). Multiple methods of evaluation of participants, which emphasize the member-roles, in group discussions have been proposed. However, these methods usually require expert knowledge and manual analysis of various interaction patterns. This process is expensive and time consuming. Additionally, subjectivity in such evaluations leads to the proverbial importance of first-impressions and, in some cases, may even promote favoritism. In this paper, we show that it is possible to partially automate this evaluation process and also to make it objective in nature.
2 Related works
Much work has been done with respect to online-discussions happening in the realm of Computer Supported Collaborative Learning (CSCL) (Wever, 2006). The online discussions addressed in the related literature are usually not real-time. The analysis done for asynchronous and fully formatted communication, like messages posted on discussion boards, cannot be applied directly to shorter messages which are conversational in nature. Moreover, all the methods require manual examination of the discussions in order to either detect attempts of students taking part just to get credits or to detect subtle patterns in communication or both. To circumvent both problems, often researchers fall back on using expert knowledge (Newman, 1995). Though the manual work required in such approaches allows complex information extraction to high accuracy, it also limits the amount of data which can be analyzed.
In our work, we present a method of evaluating participants involved in a general real time group-discussion, not necessarily restricted to the CSCL domain. We describe three distinct roles which a participant may play in a discussion, viz. Content Generator, Content Propagator, and Interactor and we give each participant three scores which indicate how well each role was played. The scoring mechanism is designed with real-time communication in mind, but can be easily extended to other media. The scores can be calculated completely objectively using only a transcript of the discussion. This simultaneously avoids biases in judgment and reduces the expert knowledge and labor needed for the task. Also, two of the scoring mechanisms have implicit peer review built in, which makes gaming the evaluation difficult. 
In a previous contribution, we presented a method of content analysis including “first-use” analysis. In it, we used the relative timings of use of keywords to characterize underlying sub-networks in social networks (Itaya, 2010).  In our present work, we focus on the participants and extend the approach to provide intuitive, objective and reliable metrics for evaluating them. We demonstrate its application using transcripts of discussions (TweetChats) which tool place on the microblogging platform Twitter. 
Previous works done on automated evaluation of influence on Twitter usually use the social network information (Cha, 2010), and rely heavily on Twitter specific attributes
. Attribute discovery of participants has been limited to estimating age, gender, region, etc. of the user based on their tweets' content (Rao, 2010). To the best of our knowledge, our work is the first which evaluates users with respect to the role they play in discussions rather than their general behavior. Our evaluation of participants will be useful as a measure of contribution in different roles in short-term (quarterly, bi-weekly) discussions where the general behavior may or may not show. Moreover, we do not use any Twitter specific features in our analysis, making our approach general enough to be extended to group-discussions on other media.
3 Approach
We introduce a scoring mechanism based on the relative timing of the use of keywords in a discussion. All information needed for the calculation of scores is contained in a transcript of the discussion. First, we extract keywords to identify topics in the discussion and all instances where participants are referred to explicitly during the discussion. Borrowing terminology from (Itaya, 2010), we define primary users of a topic as the participant who used it for the first time in the discussion. All subsequent users of the topic will be called the secondary users. Each such use of a topic will be called a secondary use and the topic will be called a secondary topic used by the participant.
Now we define three roles which participants may play in a discussion: content generator, content propagator, and interactor, or just generator, propagator and interactor. A content generator is a participant who introduces new topics into a discussion. A content propagator is someone who expresses opinions about, appreciates or critiques the topics which have been started by others. An interactor is a participant who explicitly directs questions and remarks to others and involves them in the discussion. The score calculation for each role is designed to capture these behaviors. A rough description of the scoring mechanism for each of the roles is as follows:

1. Generator: The score is the number of secondary users of topics started by this participant. We regard adaption of content by peers as a better measure of the quality of content generated by him than merely the quantity of content produced.
2. Propagator: The score is the number of secondary topics discussed by this participant. This measures the breath of topics used by him in the discussions, which reflect how well he assimilated the ideas discussed by other members.
3. Interactor: The score is the number of explicit references exchanged with other participants. Note that a participant can be mentioned several times during a discussion without him mentioning anyone else and he may mention several other participants without successfully engaging then in conversation. Hence, we count the number of people who were mentioned by and mentioned him to see if the group perceives him as an interactor.
In two of the attributes (generator and interactor), feedback from other participants is implicitly taken into account. This makes it difficult for a malicious participant to attain a high score without colluding with other participants. We also take a weighted mean across multiple discussions to evaluate the final score of a participant. This effectively avoids the problem of “accidental influentials”: that a participant may accidentally attain a high score merely by luck (Watts, 2007).
Finally, we use bootstrapping to find the range of scores a participant is likely to attain in similar discussions later. We show that having a range instead of a single number allows us to better understand the behavior of participants and to use the information in a better manner.

4 Data Description

Twitter is a micro-blogging service where users may post 140 character long messages, called tweets. Certain conventions have developed overtime on the syntax of the tweets (dannah, 2010). Some sites
 and desktop clients
 allow one to see the tweets with a chosen #tag being made by anyone in real time. TweetChats (also called Tweeparties, Twitter parties, etc.) are about 90 minute long real-time events organized periodically by informal groups of users in which anyone can read the posted tweets by searching for the #tag for that discussion and post tweets by adding the respective #tag to their tweets. Examples of some TweetChats are given in Table 1, with their salient properties. We use the transcripts generated by these discussions to demonstrate our methodology. Of late, these TweetChats have gained much popularity with TV shows hosting simultaneous discussions and accepting questions from the audience via Twitter.
As the group of participants is informal and participation is voluntary, some participants take part in the discussion only on certain weeks, while others are regular members. We here concentrate only on the regular participants in the discussions because since we have multiple samples of their discussion behaviors, we can be more confident of the stability of their scores. However, this same technique can be used for the non-regular participants too and might lead to insights as to why participants continue their participation and why they might stop. The high churn in the number of participants is clearly visible in the adjoined table 1.
	#Tags
	No. of
Chats
	No. of Tweets
	No. of Participants
	Regulars Participants

	Description

	#TheOnlineMom
	15
	12,476
	441
	29
	Parents discussing child-related issues.

	#GenYchat
	15
	6,964
	301
	9
	Talk about issues of GenY at workplace.

	#u30pro
	14
	12,157
	596
	17
	Young professional talk about jobs.

	#KidLitChat
	15
	6,362
	415
	8
	Children book authors and artists.


Table 1. The high churn in the number of participants.
We retrieved the data after each TweetChat by searching for the respective #tags using the Twitter Search API. The complete dataset comprises of multiple TweetChats conducted over a period of 15 weeks, starting from September 9th, 2010 to December 17th, 2010. This period corresponds to weekly (in some cases, bi-weekly) discussions for one quarter of a year.

The term discussion is used to refer to the stream of tweets collected in any given one such TweetChat. These discussions continued generally for about 1.5 hours. The discussions with different #tags vary in their participation. As there are no clear indicators of starting or finishing of these discussions, a three minute or more of silence between the arrivals of two consecutive tweets containing the hash tag was assumed to mark the beginning and the end.

We chose Twitter primarily because of two reasons:

1. Conversational nature: Conciseness of messages over Twitter minimizes subtleties of the English language found in more structured texts (like E-mails) and keeps the messages conversational and content rich.
2. Fewer anaphoric references: Users are accustomed to the convention of giving explicit mentions using @username syntax. Hence, the use of pronouns to refer to other participants is rare.
Though the convention of explicit references makes it easier to calculate scores for interactors, we do not use any other Twitter specific feature in our calculations. This study can be extended to IRC channel chat-logs as well where similar conventions of referring to other participants have evolved.
5 Methodology
5.1 Topic extraction

To extract the keywords, the transcript is first tokenized and tagged with a parts-of-speech tagger. Then we search for noun phrases along with adjectives which often occur immediately before the phrases. We chose to include multiple word phrases rather than only single words because they generally contain more information pertinent to the discussion (e.g. ‘long term goal’, ‘Sim city’). Some stop words (like someone, anything, etc.) are dropped from the list. The remaining keyword-phrases are converted to lowercase and then normalized to singular form using simple heuristics. We do not lose significant information by doing this as grammar rules are often sacrificed to adhere to the 140 character limit on Twitter.
Now the keyword-phrases which remain are broadly of two kinds: recurring themes in the discussions and unique/new content. Since mentioning recurring themes of the discussion does not bring in any new information to the discussion, we limit the topics to those keyword-phrases which are popular for one or few discussions, but do not come up regularly in many discussions. To do this, we calculate two frequency characteristics of the keywords:

1. Term Frequency (TF): number of times it occurs in the transcript of one discussion, and,
2. Inverse Discussion Frequency (IDF): number of separate discussions the keyword is used in. 
Only those keywords which occur in only one discussion (which have IDF = 1) are chosen as topics. See table 2 for a short list of keywords selected and rejected from different TweetChats:
	TweetChat
	Keywords selected (Total TF)
	Keywords rejected (Total TF, IDF)

	#TheOnlineMom
	voice command (32), safety tip (29), Sim city (28), Animoto (21)
	kid (1096, 15), game (885, 14), Kinect (400, 7), Twitter (322, 14)

	#genYchat
	etiquette (97), jargon (29), online degree (19), Beiber (17)
	people (436, 15), job (359, 14), blog (177, 13), social media (176, 12)

	#u30pro
	Good mentor (25), long term goal (20), role model (18)
	Job (1259, 15), work (826, 15), company (385, 15), employer (209, 11)

	#KidLitChat
	Wordpress (32), Dropbox (14), yoga ball (9)
	Work (324, 15), book (230, 15), art (202, 15), illustrator (175, 15), site (169, 13)


Table 2: Keywords selected as topics

The table shows that the keywords selected as topics are indeed terms which brought new information to discussions (‘Good mentor’) and, in some cases, unconventional ideas (‘yoga ball’), are selected as topics of discussion. The topics which we expect will occur across discussions (such as ‘kid’ for #TheOnilneMom and ‘illustrator’ for #KidLitChat) are rejected.

Now we describe how the scores were calculated.

5.2 Number of Secondary Users engaged (for Generators)

This is a weighted mean of the number of secondary users of the topics which were started by the participant in different discussions. It reflects how much activity a participant generates by introducing new ideas in the discussion. For each discussion, a score is calculated for a participant by counting all secondary users of topics which:

1. Were introduced by this participant: The term had not been used before in the discussion in any form. The stemmed versions of terms are used for searching for the starting time. This also applies to parts of larger phrases used by the participant. For example, if the participant used ‘company manager’ first in the discussion, then all participants who use ‘company’, ‘manager’, or ‘company manager’ will be counted as secondary users.

2. Are in the top 10% keywords for this participant: There will be many topics which are unintentionally started by a participant which are seldom repeated by others, or used by just one or two other participants and are not of global interest. This may happen especially if a participant tweets frequently as our keyword detector will mark all nouns as valid keywords. Hence, to avoid biasing the score towards the frequent tweeters, only the top 10% of the keywords (sorted by their TF) are chosen for each participant and only the secondary users of these keywords will be counted. The highest TF keywords ensure that only those keywords which are of general interest are chosen. It was seen that for generators, about 85% of all secondary users were contained in the subset of secondary users of the top 10% keywords.

To calculate the final score of the participant, we take a weighted mean of the number of secondary users the participant has engaged across discussions. Only those discussions will be taken into account where the participant has taken part, which would be at least 50% of the total number of discussions. 
Intuitively, it is clear that the score calculated for one discussion is dependent on the number of participants in the discussion. A discussion which has a low number of participants will have a small number of secondary users of the generated topics due to lack of participation. Hence, while averaging the scores across discussions, the number of participants in it is taken as its weight: the higher the number of participants in the discussion, the more confidence we have in the values calculated for it. See Table 3: Number of secondary users engaged by regular participants in discussions to get an estimate of how many secondary users are engaged on average by a regular participant in the respective TweetChat.

It should be noted here that we did not take number of retweets directly to be a measure of participant's content generation, though they will be implicitly taken into account as each retweeter would become a secondary user. Computing topic propagation can be generalized to other forms of communication. It was used for analysis of E-mail users in (Itaya, 2010) and it can be used for IRC chats, both of which lack any direct Forward or Retweet mechanism.

	TweetChat
	Median number of secondary users
	Mean number of secondary users

	#TheOnlineMom
	2.3
	4.2

	#GenYchat
	4.0
	4.6

	#u30Pros
	1.8
	2.7

	#Litchat
	3.3
	3.8

	#KidLitchat
	1.6
	2.2


Table 3: Number of secondary users engaged by regular participants in discussions

Generators are evidently important for a group and are the primary candidates for rewards and incentives. Hence, participants would be interested in gaming the evaluation. However, for a malicious participant to attain a high evaluation, cooperation of other members would be needed. Unless other participants find the topic introduced by him/her interesting, they would not discuss it. Also, as the set of secondary users, and not the TF of keywords is taken into account, multiple uses of a single keyword by just one other participant will not result in a high score either.
5.3 Secondary keywords used (for Propagators)

This is a measure of the breath of topics commented on by the participant. This indicates how well the participant follows and assimilates the discussion. As before, the topics considered here:

1. Were not started by this user: The keyword was used by a different person at least once before being used by this participant.
2. Maybe part of a larger expression: If a larger expression has been mentioned before, then any use of a sub-expression still qualifies as a secondary use. Hence, if someone has used ‘company manager’ before the participant said ‘company’, it still qualifies as a secondary use.
Clearly, the lower the number of topics discussed in the conversation, the lower will be the topics available for secondary usage. Hence, the score for individual discussions is weighted by the total number of topics discussed in it.

Again, though Retweets are implicitly taken into account (they always result in a secondary usage of any keywords started by the original tweeter), counting keyword coverage instead of retweet percentage is a technique which can be generalized further.

To cheat the system, one would need to repeat the important keywords as they appear in the discussion, thereby effectively accomplishing the task. Though retweeting is easy to do on Twitter, the volume of tweets in most discussions is such that it is difficult to retweet each message while being able to play other roles (generator, interactor) in the discussion. Moreover, on platforms where such a Retweet function is not available, propagating information would require more effort on the part of the participant.

5.4 Mentions exchanged (for Interactors)

For a given participant, this is the weighted mean of number of people who are both mentioned by and mention this participant in the discussions. @Mentions can be given in several manners on Twitter:

1. Replies: When the tweet begins with @username

2. Retweet: While retweeting, as RT @username

3. Explicit Refer: Using Twitter @username in the middle of tweets

However, a participant can be considered an active converser only when one is able to engage others in a discussion and/or actively give responses to queries aimed at one. Apart from being a more natural definition of a converser than just a mention-giver or mention-receiver, it also provides for a practical peer-feedback mechanism, whereby peers implicitly evaluate each question of the converser to be worthy of a reply or not.

Pure retweets (when no text is added to the tweet before retweeting) do not generally qualify as replies/questions on Twitter. Hence, these are not taken into account while calculating the number of mentions exchanged between users. 

The number of participants with whom mentions are exchanged is dependent on the number of participants involved in the discussion. Hence, just as for secondary users engagement, we take a weighted mean with the number of participants in the discussion as weights, to indicate that we have higher confidence in the value calculated for discussions with high participation than the ones with low participation.

To attain a high score, a participant would need to engage multiple users or answer their questions actively. The mean number of mentions exchanged in different chats is given in Table 4: Number of mentions exchanged in different discussions by the regular participants. In most discussions, interacting with just one colluding member will not be enough. Also, if a user interacts with only one of the participants multiple times, it does not increase the size of the set, and hence, a participant cannot get a high score just by conversing with one other member.

	TweetChat
	Median number of exchanges
	Mean number of exchanges

	#TheOnlineMom
	0.7
	1.2

	#GenYchat
	1.6
	1.7

	#u30Pros
	2.0
	2.9

	#Litchat
	1.7
	2.2

	#KidLitchat
	4.9
	4.6


Table 4: Number of mentions exchanged in different discussions by the regular participants

5.5 Bootstrapping

Finally, to calculate the prediction intervals, we use bootstrapping. Say that a total of N discussions happened for a particular #Tag, and denote them by d1, d2 …, dN. We resample the set of discussions {d1, d2 …, dN} with replacement to create multiple discussions of size N, calculate scores for the resampled set and repeat this process K times to obtain K sets of scores for each participant. Then we select the 2.5% and 97.5% quantiles of these K scores to denote the 95% prediction intervals for each participant. For our demonstration, we used 2000 repetitions, and chose the 50th and 1950th values as the interval-ends.
6 Results

After the analysis, we obtain a score-sheet for the regular participants in the discussions. The sheet consists of 4 graphs:

1. Generators: The regular participants sorted by the number of secondary users engaged.

2. Interactors: The regular participants sorted by the number of mentions exchanged.

3. Propagators: The regular participants sorted by the number of secondary keywords they use.

4. Normalized Profile: All attributes of all the participants, normalized such that the maximum is one.

The graphical score sheets can be used to answer questions of the form: “Which participants generate the most interesting content?” and “Which participants are significantly better interactors in the group?”　merely by visual inspection:

An example of such a score sheet is given below in Figure 1, where the scores for the regular participants are shown. In each case, the x-axis shows the ID of the participant. The median of the scores are plotted with the 95% prediction intervals. The last graph, the normalized profile, gives an overview of the scaled scores, of all the participants. It is easy to see on this graph that the participant ‘tm18’ is an excellent generator, interactor as well as a propagator, while ‘td29’ generates very high content while not interacting and propagating much. Also, we note some participants which have a low score in all the roles (lt13) and others have a very balanced score across all roles (ge10).

The rest of the graphs give different orderings of the participants with respect to how well they played different roles across the discussions in which they took part. In can be seen in the charts that some participants consistently perform better than others in certain roles while the ordering is opposite for other roles.
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(i) Generator score
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(ii) Interactor score
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(iii) Propagator score
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(iv) Normalized Profile

Figure 1: Score-sheet for #TheOnlineMom (names anonymized)

The importance of the ranges here is that they allow us to determine which participants are significantly better than others. Though the participants are sorted with respect to their median scores, the intervals make it clear that the scores can overlap and, in such cases, the ordering is not absolute.
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An interesting property which can be noticed here is that though the high scorers in each role are also more volatile performers, their scores are significantly better than other participants. This can be contrasted with the score-sheet for #KidLitChat, which has a lower participation and near identical behavior shown by all participants. A similar finding for other discussions suggests that intra-participant specialization occurs in large groups while the participants are more homogenous in smaller groups. Using the profile graphs, it is also easy to notice which participants are balanced or extreme in their scores as shown in the adjoined figures 2 and 3. This could be useful as a criterion for rewards or to identify possible mentors for new participants.

As these attributes are calculated for ongoing discussions, they can be used by a moderator for monitoring participants as well. For example, sudden drops in scores of any participant can be seen as a symptom of a problem. 
7  Discussion
As shown in the example above, the score sheet can be used to:
1. Evaluate the performance of participants

2. Find balanced and extreme performers

3. Monitor the participants and find changes in behavior or behavioral anomalies 
However, the utility of this evaluation is not limited to only these. The attributes described here provide a foundation for measuring the accuracy of simulated discussions and verify different models of these discussions. For example, once a multi-agent model for a discussion is developed, these scores can be used to determine whether the statistics produced by simulating the model correspond to a real world discussion or not.
The score sheets can assist in assessing the quality and health of discussions. In the end, we hope that using such tools, we will be able to provide a metric for judging the quality of discussions and making recommendations for having more productive brainstorming and opinion exchange. A natural extension of this work is judging how good the evaluation of participants is by comparing it to opinions from an expert. 
There are several ways in which the calculation of the scores can be improved. Firstly, the extraction of the topics from the transcripts can be improved. These improvements can be made by using a different PoS tagger, by fine tuning the TF-IDF parameters being using in calculating the scores, or by using alternate, albeit more complex, techniques of extracting topics like Latent Dirichlet Allocation. 
Also, the score calculations can benefit greatly by detecting anaphoric references in the transcripts. Anaphoric references are very common in face-to-face or group conversations, though less frequent on Twitter. Automated resolution in a general setting of these references is a hard problem for state-of-the-art Natural Language Processing algorithms. However, resolving these references does not require special knowledge expert and can be done manually by anyone competent in the language of the discussion. After the resolution, the evaluation system described here could be used. Hence, it is possible to use the method described here in a semi-automated fashion, without using any expert knowledge. This, we believe, could provide a good compromise between accuracy, objectiveness and ease of evaluation.
8 Conclusion 

In this paper, we have described three roles of participants in a discussion and provided objective automated mechanisms to evaluate the performance of participants for each role from text transcripts of discussions. These evaluation scores provide an evaluator with a relative measure of how much each participant contributed in each of the different roles in a discussion. The methodology is demonstrated with an application to real-world discussions happening on Twitter.
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